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Abstract 

Affective computing lies at the intersection of AI, NLP, vision, social and cognitive science 
disciplines, with each having distinct approaches to the field. Most of these disciplines have 
observed major technological transformations in the last decade, heralded by the exponential 
rise of data availability, computational power and the rise to prominence of machine learning. 
The ready availability multiple modalities in the form of synchronized video, audio, text and 
sensing information has disproportionately benefited efforts to solve the emotion recognition 
problem. The field has accordingly moved to develop techniques that leverage these modalities 
and their interactions. Most previous studies have exclusively reviewed models for individual 
modalities or been too broad to explicitly focus on this problem. In this review, we trace the 
trajectory of the multi-modal emotion recognition problem, from its origins to the distinct 
modern approaches that represent the current state-of-the-art. We particularly focus on the 
approaches used to fuse modalities and strides on the deep learning front that have been 
utilized to improve emotion recognition results. Lastly, we identify parts of the problem space 
that are still considered difficult and possible avenues for pushing the field forward. The review 
aims to help practitioners from diverse backgrounds to get a comprehensive overview of the 
best solutions posed by different approaches for this problem. 
 

Introduction 
 

Affective Computing as field covers the broad area of using intelligent computational systems 
for detecting, recognizing, interpreting and expressing human emotion. Emotion recognition is 
a sub-domain within affective computing. It is an active area of research within the vision, NLP, 
social science, cognitive science and AI research community. 
Since the rise of social media, and video streaming websites like Youtube, a massive amount of 
data is available in the form of audio, video, and not text alone. For instance, a post about a 
person visiting a location is often accompanied by a high definition video of event with 
synchronized audio. In addition, the rise of smartwatches means that certain physiological data 
of the event may also be preserved. While video is innately a richer medium than text or 
images, it presents information along multiple modalities. The frames store information along 
the spatial and temporal domain. The video has a corresponding audio channel and there are 
established methods to extract the textual content of the same video. Classical methods have 
focused on unimodal models, which underutilize information from every other input channel. 
As human beings, we too rely on multi-modal signals [1]. Secondly, each person utilizes each 
mode to different degrees for expressing emotions [2]. This means that an audio-based model 
would struggle to recognize emotions in a person with an expressive face and bland tone, and 
vice versa for an imaging-based model. In that sense, unimodal models using different channels 
struggle on different problems, and no single channel contains enough information to 
accurately recognize all emotions. In addition to this problem, unimodal systems are plagued by 
the notorious problem of missing data.  
It is well documented, that multimodal models outperform unimodal models. [8] Given the 
context of videos, this review shall focus on the fusion of audio, visual and textual modalities. 



Fig.1 represents a generic multimodal emotion recognition architecture for the audio-visual 
inputs. 

 

Related Work 
 
Poria et al. [3] compared the strengths of multi modal systems over unimodal systems in a all-
encompassing overview of affective computing. However, the large scope of the study 
restricted them for focusing on a specific problem or model family.  
Sebe et al. [4] published a review addressing the exact problem as ours. However, the paper is 
now dated and does not address the drastic changes observed over the last decade. Recently, a 
modern review of emotion recognition systems using temporal features of video was published. 
However, it does not take audio, textual, or non-facial features into account.  
The closest analogue to our study, is by D’Mello et al. [5], but its focus lies on comparing data 
collection, representational methods and benchmarking multimodal systems against unimodal 
systems. 

 

Selection Process and Inclusion Criteria 
 
Models were selected by searching through recently published and well cited papers at top 
conferences. Winners of recent multimodal emotion recognition competitions [6][7], best 
papers & honorable mentions at emotion recognition workshops were given priority as well.  
We required that models be benchmarked on known prominent datasets for easier and clearer 
comparison. We prioritized models that focused on leveraging big data and new developments 
in machine learning, over ensemble based or hand tuned models. Thus, deep learning based 
systems formed most of the selected models. 

Fig.1 recognition system for a generic multimodal system taking audio-visual inputs. [5] 

 



Multi Modal Emotion Recognition 

 
Early models 
 
The first multimodal emotion recognition frameworks can be traced back to the early 2000s. 
[8][9] [10]. These systems relied on the then standard facial and aural feature extractors to 
independently retrieve image and audio level features. These studies introduced 2 types of 
fusion methods for combining the extracted audio and video features. 
Feature level models combined the extracted features first, and then computed scores for 
detecting emotions on the newly combined common feature set. Decision level models 
independently recognized the emotion, and then combined scores to provide a final prediction.  
 
 

 
fig.2: fusion (left) and decision (right) based early multimodal systems 

 
The fusion of both scores and features could be computed using common operations such as 
majority voting, maximum, average combining, product combining or weighted combining. 
Product and weighted combining delivered best overall results. However, the authors noticed 
that the benefits of multimodal systems different across different emotions.  
Each of these models were designed in an era of low data availability. Thus, the feature 
extractors were not data driven, and hand tuning of feature and combination weights was a lot 
more common. 
In following years, features extractors improved as methods like forward selection, information 
gain, PCA became widely used. Pitch, energy, mel-frequency filter banks and statistical 
functions of raw audio were the most commonly used auditory features. Models also 
performed better when features were normalized on a per-speaker basis. [11] 
 
These systems modelled richer features. However, the nature of such models meant that they 
could not exploit non-linear relationships between each modality. These factors limited the 
capacity of early systems. 
 
 
 
 



Deep learning based approaches 
 
Deep Belief Networks 
 

Deep Learning and Neural Network models rose to prominence in machine learning community 
following the introduction of [12] CNNs and [13] RNNs that cemented themselves as state of 
the art in domains with spatial and temporal information respectively. However, the first major 
deep learning model for multimodal emotion recognition came in the form of Deep Belief 
Networks (DBNs) [14] by Kim et al. in 2013.   
DBNs can be viewed as a stack of RBMs where the feature space is represented as a distribution 
over hidden nodes, and the graphical structure denotes the dependence of each node on 
parent audio-visual inputs or features. 

  
 Fig.3 DBN variants (left); Table 1. Performance of DBNs on IEMOCAP data (right) 

 

Models based on DBNs allowed for end-to-end feature learning, while maximizing the 

likelihood of the observed data. The stacking of RBMs allowed the model to capture nonlinear 

relationships between audiovisual features, while still preserving desired constraints using the 

graph structure of the model. The full RBM model (c) was able to outperform every model 

despite not using any hand-engineered features or unsupervised feature extraction methods.  

Convolutional Deep Belief Networks 

Ranganathan et al. [15] built on this by introducing a Convolutional Deep Belief Network, where 

RBMs are replaced by convolutional RBMs in the video pipeline of the network. They also 

extend the DBN to take audio, visual and physiological inputs by introducing the emoFBVP 

dataset, which has data for all 3 channels. 

# Model Accuracy 

(a) DBN2 70.46 

(b) DBN2-FS 72.96 

(c) DBN3 73.78 

(d) FS-DBN2 72.77 

Baseline 1 IG -SVM 73.38 

Baseline 2 PCA - SVM 70.02 



 

Feature level fusion using Convolutional MKL 

Recently, deep learning model architectures have moved away from generic catch-all models 

like DBNs and instead specialize depending on their applications. Most significantly, CNNs and 

LSTMs have become the defacto networks for extracting visual and time series features 

respectively. Thus, we see a return to feature level fusion models, where audio, visual and 

textual features are computed independently of each other, and then fused before the decision 

block. 

However, a key difference in the newer models, is that all feature extractors are deep learning 

architectures, and the model learn both features and the classifier end-to-end. Fig. 4 shows the 

current state of the art published by Poria et al. [16] 

fig. 4 CRMKL model combining sentiment features in audio, video and text 

The CRMKL consists of 4 parts. Namely, the visual, text, audio feature extractors and the MKL 

module. The visual feature extractor is a Convolutional RNN the computes hidden features for 

every 2 consecutive frames and considering them as one image. Interestingly, the textual 



feature extractor uses a CNN to extract features from text. However, the text is presented as a 

concatenation of a word-2-vec word embedding and the 6 possible parts of speech tags. 

Contrary to the 1st two parts, the audio feature extractor does not use machine learning or 

neural network, instead using OpenSmile [17] which instead captures prosodic and statistical 

properties of the audio file. The extracted features are concatenated and passed to the multiple 

kernel module, which can be viewed as a generalization of the kernel property exploited by 

SVM. Instead of using a single kernel for all modalities as in an SVM, MKL enables each modality 

to have a unique kernel assigned to it, while still learning a non-linear decision boundary. 

Model (A,V,T modalities) Angry Happy Sad Neutral 

Ensemble of SVM trees [18]  78.1 69.2 67.1 63.00 

DBN3 (audio + visual modality) 73.78 (averaged) 

CRMKL 79.2 72.22 75.63 80.35 

Table 2: Performance against the then state of the art model and DBNs on IEMOCAP 

Temporal fusion 

The winner of the recent EMOTIW challenge [19] used a similar base network for their 

challenge as well. However, they replaced the MKL module with a weighted mean module. 

Also, they use temporal fusion (fig. 5) ie. overlapping features from adjacent frames and an 

extra VGG Face feature extractor to further improve their results. 

 

 

Figure 6: temporal fusion 

Jointly trained End-to-end deep learning methods: 



All systems discussed till this point have used some form of feature extractor in at least one 

modality to build their model. In contrast to these methods, jointly trained models take raw 

input for all modalities as input and train the feature extractors and the fusion weights jointly, 

all at once. Particularly, the auditory channel is also modelled with an ML method, instead of 

statistical property extractors like OpenSMILE.  

Figure 7: end to end network by Tzirakis et al. 

Figure 8: Deep spatio-temporal features for multimodal emotion recognition 

 

Above are two such networks. Tzirakis et al. [20] use a 2 layer LSTM to fuse features extracted 

by a speech and visual network independently. The speech network uses segmented 



waveforms as input, and then apply temporal convolutions and pooling across time to retrieve 

audio features. The visual network is derived from the 2016 ImageNet winning model ResNet. 

The key innovation by Tzirakis et al. was to use an LSTM to capture contextual information 

during fusion, as each of the common feature is fed to the network in an orderly fashion. 

Results are reported on the RECOLA dataset used for the AVEC challenge 2016. The competing 

models both use strongly hand tuned features and internal model structure. They do not use 

neural networks in any capacity. The results on RECOLA differ from previous results, in that the 

target predictions are values of the concordance correlation coefficient for valence and arousal. 

Thus, while results cannot be directly compared, we can put them in perspective against its 

competing models 

Model Arousal (correlation coef.) Valence (correlation coef.) 

OARVM-SR [21] .770 .545 

Han et al. [22] .610 .463 

Tzirakis et al. .714 .612 

Table 3: RECOLA dataset results (in terms of ρ c ) for prediction of arousal and valence 

The Deep spatio-temporal feature model by Nguyen et al. heavily leverage modelling guidelines 

from its predecessors. Raw data is preprocessed unlike Tzirakis et al. The face bounding boxes 

are extracted using Viola-Jones cascade classifier and the audio stream is transformed into its 

corresponsing DFT before passing to the network. The model uses 2 C3D networks [23] to 

extract visual information. The auhors suggest that the network far outperforms any 2D frame 

based CNN. The use of C3D on audio features is a first by the authors. The key innovation was 

to pass the extracted features to a DBN as seen in Kim et al. The authors introduce a new fusion 

method referred to as score level fusion. Instead of using feature-level or decision level fusion, 

the fusion step it done when computing the likelihood of the RBM instead. The results are 

inpressive, as they outscore the closest competing model on the ENTERFACE [24] test set by 

close to 10% accuracy points. 

 

 



Discussion: 

Observations: 

We explored the landscape of multi modal emotion recoginition through a narrow lens, to trace 

its origins, chronological developments and methods that dominate the cutting edge of 

research in the domain. 

We observed a clear direction in which the field is headed. Classical machine learning and 

linguistics models such as HMMs, semantic parsers, static feature extractiors, and SVMs still see  

significant use in research and hold their on benchmarks, newer developments are almost 

entirely being heralded in by neural networks. This is ofcourse no surprise, as the closest fields 

to this problem, Vision and NLP have almost entirely transitioned to deep learning based 

models. 

There still appears to be no concensus in the research community, when it comes to feature 

fusion methods. Decision and feature level is still popular and provides competitive results. On 

the other hand, a lot of creative fusion techniques have been proposed in the form of RBMs, 

LSTMs and MKL modules.  

Most models appear to either focus on video and text or video entirely. There is a concerning 

lack of models that leverage gesture, pose, physiological data in multimodal recognition. The 

lack of datasets to facilitate the same is identified as the root cause of this. 

The lack of standardization appears to be plaguing the field. It is common for researchers to use 

lesser known metrics and underused datasets. This is an expected and understandable 

problem, as the interdisciplinary nature and fast moving pace make it very difficult for the 

community to agree upon rigourous standards unanimously. There also do not appear to be 

restrictions additional plugins that may be used to enhance a model. For instance the ML 

communites often avoid use of ensembles in addition to their model when comparing against 

other stock models. There is also a concerted effort to maintain common preprocessing and 

augmentation methods across all competing models. While this is not a major problem, it does 

make it difficult to compare across 2 wildly different approaches to the same problem. 

Future possibilties: 

Most of the explored models treat each neural network module as a block box. This restrcts the 

extent to which the researcher can manipulate its architecture to suit their problem. Another 

rising field in ML that deals with multiodal data is Visual Question Answering (VQA). It is 

common in VQA research to construct a network from scratch with a custom architecture. 

Concepts such as text based confitioning, neural attention dyanmic modules have led to state 

of the art results in VQA. Each of those models use invetive ways to represent interactions 



between the visual and textual medium. I hypethsize, that adopting methods from the VQA 

research community may be of immense benefit to multimodal emotion recognition. 

The addition of an ImageNet like equivalent for multi modal emotion recognition may benefit 

the field drastically. Unlike the vision problem, constructing such a dataset will a lot more 

difficult for emotion recognition, however its benefits cannot be overstated. 

We expect the field to continue leveraging state of the art vision and NLP models to improve 

the feature extraction pipeline. There have been numerous strides in domain of feature 

extraction from videos in the past 2 years. The community may also look at this community for 

avenues of innovation. 

As data from multiple modalties gets more common, it would be interesting to see models that 

account fo missing data, and are built around it. GMM and PGMs in general have obtained 

strong results in this domain. 

Apart from the aforementioned criticisms, the field has a healthy amount of innovation and 

new deep learning techniques continue to improve outcomes. That being said, the challenges 

do imply that the key problems of the domain are far from solved. 
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